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Outline of the work:

The theoretical and experimental approaches were the only two methods available for solving various 

science/technology problems up until the middle of the last century. In later decades, a new approach called the 

computational method, typified by computational mechanics, emerged as the third method along with progress in 

high-speed computers. The success of this approach in science and technology depends strongly upon the 

development of state-of-the-art software and computer hardware. Against this background, Dr. Genki Yagawa has 

created new methodologies for solving computational mechanics problems of ultra-large scale with high accuracy, 

whereas Dr. Tadashi Watanabe has laid the foundations for building an architecture for world-class supercomputers.

Dr. Yagawa developed a new massively parallel computing method, which employs hierarchical domain 

decomposition and variational methods to satisfy the boundary conditions between sub-domains. This new 

method was able to solve a thousand times larger problems than previously possible with high accuracy and high 

performance. In other words, the world largest problems of computational mechanics could be solved when 

software based on this method was employed. The engineering applications of computational mechanics include 

numerical fracture mechanics problems for nuclear pressure vessel integrity under severe loading conditions. Dr. 

Yagawa created a new method for such computational mechanics called the Free Mesh Method. With the 

amazing progress being made in computers, the finite element method (FEM) has become widely used in many 

practical situations. There exists, however, a large gap between its use in industrial applications and in 

fundamental scientific research. One reason for this is the difficulty in pre-processing FEM, i.e. mesh generation. 

Generating mesh is a very difficult task if the degree-of-freedom in the analysis model is extremely large or if the 

geometry of the domain is very complex. With the new method, both pre-processing and main-processing in finite 

and
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element analysis can be parallelized in terms of nodes, where pre-preprocessing involves generating local mesh 

and constructing a system of equations, and main-processing involves solving the system of equations. This 

method is well-suited for massively parallel environments. The above-mentioned methods developed by Dr. 

Yagawa have been embedded within such internationally well-known software as MARK, ADVENTURE and 

GeoFEM, which have been used by thousands of researchers and engineers worldwide. In addition to these 

scholarly achievements, he has contributed significantly to the development of the academic community in this field.

Dr. Watanabe developed a fundamental computer architecture for achieving ultra-high performance in the 

supercomputers that have provided an R&D infrastructure for computational science and engineering. His 

research realized a supercomputer that achieved over 1 Giga-flop of speed for the first time 1985 in the world. His 

Earth Simulator held the record for fastest speed every three to five years to June 2002. The major characteristics 

of his architecture include

(1) RISC (Reduced Instruction Set Computer) architecture, which is the basic architecture of current micro-

processors,

(2) multiple and parallel vector pipelined arithmetic units introduced to process a large quantity of data at very 

high speed, and

(3) vector arithmetic registers and programmable vector caches with variable length employed to access vector 

data at high speed.

This architecture was developed for general purpose high-performance computers and aimed at broad application 

areas in computational science and engineering, differing from application-specific computers like those for many-

body problems employed in astronomy and molecular dynamics. The supercomputers and the Earth Simulator, 

based on architecture researched and developed by Dr. Watanabe, have been globally installed, providing a 

research infrastructure universally used in the fields of climate and environment, aero-space, atomic energy, mate-

rial design, life science, and automotive and other industries. In particular, the Earth Simulator achieved five times 

higher performance than the fastest supercomputer at that time, and has enabled remarkable achievements in its 

applications to climate prediction ramified by global climate change, weather prediction such as the course of 

typhoons, analysis of the earth’s crust, simulation of earthquakes and tsunami, and material development such 

as carbon nano-tubes. Hence, Dr. Watanabe has made remarkable contributions to advancing computational 

science and engineering.

In summary, Dr. Yagawa and Dr. Watanabe have both made remarkable research advances in computational 

science and engineering, especially  in the analysis of large-scale and complex problems with high accuracy. For 

their contributions toward these achievements, they have received the following awards: Dr. Yagawa has received 

25 awards including the IACM Computational Mechanics Award, Cray Gigaflops Award, Zienkiewicz Medal and 

Japanese Prime Minister’s Award. Dr. Watanabe has received the ACM/IEEE Eckert-Mauchly Award, IEEE CS 

Seymour Cray Award, and JSCES Distinguished Contribution Award.
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